Verification of AHPS Ensemble Streamflow Predictions for the North
Central River Forecast Center
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Ensemble Streamflow Prediction

Des Moines AHPS

‘ Minnesota Ensemble Streamflow Traces Condifional Distribution Forecast
| N e e % : & i LD
q= JPestPork  EastFomk  yiingnag g Forecast on June 1977 Volume Forecast on June 1977
| - Ri
i B e "'Mo}{y . : 10000 [+ v i ,———nli
: ason L N r ! o) . — - | | o | o |
Spe O'Algona v I I Py ® I A |
Emmetsburg i 2 ? , o o 9] -
Humboldt o © Dakota City mzoo oJanesville S 8000 i o ro ] & o
| New Hartford o O Sgdar Falls P P : Lo : A
FortDodge O o Webster City o s Lo Vo I & )
6 6000 B JI' N ‘| : I' : ‘| ,'7 2 1
Sy o O Stratford = i G L Vo : 9 -
%ﬁ ' oAh.messu O Marshalitown %’ FENY |'. R © 4
mes r = 11 v I PN v 4
Jefferson o " O3 Ames 5 SE lowa River > 4000 - ! .\ {\ ' N L A \‘l v - 0 =4
. % i Lo 1 o "\ ! :: . A H I GE) )
oo S Y e I bl [ — O
Grimeé?ﬂ zgd’;:os(éotfag L ,','\ : I q'\_\‘-': - \\'{.. <l J i \q,’\‘, o |
| .~ ODSM - SE6th > A RO NN S N N AN 0] N
, Redfield o Feur Dro 14N = l\\ ! h \:' e \\\ S 1N :'\ 1 N C
L VanMeter® otorwalk” Yy, " 8 2000 PN YW WSS TN Y 6 |
ldianola0 of .. ¥ O a I R T RO~ ST U T A - -
.~ . Ackworth 'Y O  Oskaloosa ‘n'—,;:':'r&": e L S e g T JPTY 3 -
o s IR AR 10" . v
Jun/14 Jul/7 Jul/31 Aug/23  Sep/15 01 .1 1 5 10 2030 50 7080 9095 99 99.9
Date Percent

Ensemble streamflow predictions produce a probability distrioution forecast for an continuous flow variable. For verification,
probability forecasts (f) are constructed from the ensemble predictions for specific discrete events (flow above or below af
threshold y).
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Distributions-Oriented Forecast Verification

Verification of ensemble streamflow predictions (ESP) is Forecast-Observation Pairs Reliability Diagram
inherently complex because the forecast is a condifional
probability distrioution. Year f X Y — June Forecasts for 0.33 Quantile (1-month Lead Time)
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frequency of the observations (condifioned on the Probabilistic f s (f . ; 8 '
forecast) equals the forecast probability (no conditional ropda ”,S iC forecasts (f) and discrete P
biases) observations (x) consfructed from the ESP Z o4l
conditional distribution for the 0.33 3 e
Resolution: Forecasts have resolution if the expected quantile (y ;= 198,660 cfs-days). 3 L No Resolufion
value of the observation (conditioned on the forecast) e 02f-7
differs from climatology The forecast (f) is the probability that § p
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Discrimination: Forecasts have discrimination if the fh . Y 0 0.2 0.4 0.6 0.8 1
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characteristics of the forecasts differ for different
outcomes

Uncertainty Estimation

Due o the small size of hydrologic forecast samples,

Effects of Sampling Variability forecast quality estimates have large uncertainties (see Approximation for the
: left fi , T
on Forecast Quality Measures eftfigure) Reliability Dlagram
o Standard error estimators for forecast quality measures S
o Probabilistic Forecasts ( ,=0.16) were developed using sampling theory; a goal was 1o | Reliability Diagram
| | | | | | | find analytical estimators based only on sample i | |
nmoments (rather than using Monte Carlo simulation): L= tinear

- Exact analytical expressions were derived for the mean
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discrimination (DIS) and type 2 conditional bias (B,).

error (ME) and the mean squared error (MSE). j
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resolufion (RES) and reliability (REL) depend on the
statistical model for . Approximate (2nd-order)
0.00 ! ' ! ! ' ' analytical expressions were derived for linear and cubic
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polynomial models (see right figure).

Forecast Verification Sample Size f

0.05 n | L | & é: - Uncertainties for calibration-refinement measures of




Approximate Uncertainty Estimators
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Discussion

In comparisons with Monte Carlo esfimates for three forecasting
sifuations [Bradley et al. 2003], approximate uncertainty estimators
for summary and likelihood base-rate measures are excellent.

Approximate uncertainty esfimafors for calibration-refinement
measures are suitable for uncertainty assessments. A simple linear
model for the reliability diagram appears 1o be sufficient. The linear
model esfimates are reasonable accurate for forecasts of
common and rare events, adlthough fthe model fends 1o
underestimate standard errors for REL at snall sample sizes.

Estimators were applied o April 1st forecasts of the 7-day minimum
over a 20-day window for the Des Moines River AHPS. Results shows
the tendency for higher uncertainties for extreme flow thresholds
(low and high exceedance probabilifies). Uncertainties also
depend on the level (low or high) of the forecast quality measure
(e.q., skilland DIS).

Conclusions

Since forecast quality measures are sample estimates, small
sample sizes result in large sampling uncertainty.  Assessment of
uncertainty in the forecast quality measures needs o be an
integral part of ensemble forecast verification.

Exact and approximate estimators of standard errors based on
sampling theory are sufficient for summary and likelihood base-
rate measures; calibrafion-refinement measures, which need to
use a statistical model of the reliability diagram, may require
Mmore complex approaches.

Despite the high uncertaintfies in the forecast quality estimates,
overall atfributes of ensemble forecasts (and their significance)
are apparent. Forexample, probabllistic forecasts for AHPS 7-day
mMinimum flows are of good quality for lower flow thresholds (e.g.,
probability of dry conditions).
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