lll Subjective probabillities

2. Bayesianism according to Bayes
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111.2.1 Bayes’s billiard
table experiment
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Bayes’s experiment as it would have
been set up by (de Moivre) a classicist:

Throwing 3 balls
Prob(RRR)= 3%

Prob(RRL,RLR,LRR)
=19%

Prob(RLL,LRL,LLR)=

0.7 0.3 B

Prob(LLL)=34%
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Thomas Bayes’ experiment

Randomly
defined
position

marked by

white chalk

X 1-x
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The length of the table is divided into 10 sections

Probabillity
for the ball

to end to the
left of white
line = 60%

010101 010.10.110.1 0.1 0.10.1

We assume that
the ball can take
any position with
equal probability
= 10%

x=0123456.7.8 910

16/02/2015
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0.25%

0.20%

N=0

0.15%

‘o000 0000000

All x-pasitions have to a prioti be regarded as
equally likely

0.05%

Probability of white line being at x

“Pringiple pf Indifferencs

\) ~4

0%

.0 A1 2 3 4 D .6 A .8 9 1.0
X = position of the white line
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111.2.3 “The Principle of Indifference”

““When you do not know
the probabillities you
light-heartedly assume
they are equal!”
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“The Principle of Indifference” applied on the EPS?

We have always assumed

that the 50 perturbed EPS
members are a priori equally
likely for the simple reason that
we have no way of finding out
If some, after all, are more

y than the others.

Probability Course I1lI:2
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Thomas Bayes’ experiment
Left

The thrower (Thomas Bayes)
doesn’t know where the
white line Is, and is only
toid , afterwards, on which Left

side of the white line the
ball ends up

— Right
O ©
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Let A, be x=0.4 and B = ball to the left

_ P(A)-p(B|A))
PAIB) = =5 o (a) pEIA)

0.1 as initially 0.4 per definition

assumed

0(x=0.4)-p(left|x=0.4)

p(x=0.4|left) =

\ 2 p(all x)-p(left|all x)
Update of prob(x=0.4) 0.1-:0.0+0.1:0.1+0.1:0.2+....40.1-1.0=
when ball falls to the 0.1:(0.1+0.2+0.2+...+1.0) =0.55
right 0.1.0.4/0.55=0.07

Probablllty Course III 2
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25%

Left

20%

15%

10% ’

O
5% O

Probability of white line being at x

0% ® ,
.0 1 2 3 4 D .6

X = position of the white line
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25%
N=1

= Left

§ 20%

g O

2 oo ®

. ®

< O

S 10% O

>

5 O .

@)

O 5Y% 0

= 0 ‘ . 7/0

0% ® ,
.0 1 2 3 4 D .6 A .8 9 1.0
X = position of the white line
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25%

9 N=2
I= Left
(D]

®)]

(D]

£ 15%

Q9

c

=

= 10%

>

E

<

@)

o

o

5% .
®

0% o—© ,
.0 1 2 3 4 D .6
X = position of white line
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25%

20%

Left
Right

15%

10%

5%

Probability of white line being at x

O%.

2 3 4 5 .6
X = position of white line
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25%

N=3

20% Left

Left
Right 4 ®

15% .

10% .

5%

Probability of white line being at x

0%‘,

.0 1 2 3 4 D .6 A
X = position of white line

Probability Course I1lI:2

16/02/2015 Bologna 9-13 February 2015

15



25% |
N=4
X
= Lef
C 20% e L
o Left
T Right O
()
2 159 | Left
()
g ®
=
S 10%
>
= O
©
@
O 5%
= O

* o@—2
.0 1 2 3 4 D .6
X = position of white line
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111.2.4 Updating of
subjective probabillities
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25%

20%

15%

10%

5%

Probability of white line being at x

N=1
Left

No modification
B

% @ ,
0 1

2

3

4

5

.6

X = position of the white line
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25%

20%

15%

10%

Probability of white line being at x

5%

0%

16/02/2015

L eft

L eft

®

@
.0 i

2 3 4 D .6
X = position of white line
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25%

N=1 Subjecti\/e brobabilities

X
8 oy Left
0
> | l @
D For one reason o
ﬁ or the other we -
S 15% | donotlike a
3 result and decide \‘
= to modify it N
S5 10% |  subjectivel
S JSEIVEY aF after
= - ibjective
< /’. 1odifi¢ation
S 5% &
0 e

g Pdf before
0% .//q subpjective mogdificafion
0o 1 2 3 4 .5 .6 A 8 9 10

X = position of the white line
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25% s . .
N=2 Modjfied|or uﬁdated subjegtive
X f probabilities
o 0% Left 7~
£ Left TN
8 K \. O
S 15% INew pc_lf [ N 0
© according / M
g to Bayes’ / N
5 10% Theorem { D
> / Pdf after
= A | suibjective
< / modifigation
2 5% //
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e
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25%

20%

15%

10%

Probability of white line being at x

5%

0%

16/02/2015

L eft

L eft

o Without
P ® moqlflcptlcm
.0 i 2 .3 4 5 .6 v .8 .9 1.0

X = position of white line
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111.2.5 Laplace’s Rule of
Sucession
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After 4 throws 3 are left and 1 right

X 1-x

What are the chances of having 2 subsequent ‘“left”
throws? You are invited to bet
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method the best estimate Is p2 —

According to the frequentist 2
[ NLeﬂj

p2=(3/4)2=0.56 N
According to the = |, 1
Bayesian method ;| =« ¢
(15% chance that: i
p2=0.81,21% * I,

— 064 etC) the ﬁxfposi't?ono:\nmitsline's i s 7 ,u
. >
best estimate of p==0.45 )2 = Z 0% ) 2
X =0

oooooooooooooooooooooo



- ’\\ In

0.9 practise all methods
converge with

o8 \ Increasing sample size

0.7 WS :

0.6 \ Frequentist

0.5

0.56

To bet
or not
to bet

0.4
Laplace
0.3 /
0.2
0.1
0.0 , :
Left Left Right Left Right Left
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Some more books about uncertainty and intuitive statistics

But above of all this “international best-seller”

the theory g
<2t that would
not die J/&¥
how bayes’ rule cracked
#=<. the enigma code,

4 _
\PENSIERI
LENTI ¢ VELOCT

P — hunted down russian S
submarines & emerged
. " Selected by the New York Tanes Book « ~
DANIEL Review as one of the best books of 2011 tl’lumphant from tWO)]bf
KAHNEMAN A Globe and Mail Best "Books of the .
4 N DM Year 2011". One of The Economist's | Ce€nturies of controversy _
P A NepMiE MER &5t H Y 2011 "Books of the Year". One of The ; s P S| L s L hgibbew ol The ook Seme
Wall Streef Journal's "Best Nonfiction | - Ol oerLolit et y Tt R P : -
------ " Books of the Year 2011" INBSSIm Nicholas Taleb
p— Fyaromoogy 16 July 2013 L}l o 2
Good books on “intuitive IRRATIONALITYN NATE SILVER g

statistics" and “rational thinking":

Stuart Sutherland (1994):
[rrationality — The Enemy Within

The S | and the Noi
b e NATE
S1LNEF R

The Signal And The Noise

THE ART AND.SCIENCE

OF ;-:wmQWH

STUART SUTHERLAND 3

NOW A MATE WTEINATI

Gerd Gigerenzer on risk and chance “The man who called

. Hydralogy 16.July 2013
14102013 Anders Parsson Hyitratogy 18 July 2013

fnders Parsson
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END
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